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Abstract 

Significant quantities of records, including excessive throughput genetic records and medical records, were 

generated with the aid of using large Electronic Health Records because of the brilliant breakthroughs in 

biotechnology and fitness sciences (EHRs). In order to nicely translate all to be had records into usable 

understanding, the implementation of system gaining knowledge of and records mining strategies in 

biosciences is important and wished these days greater than ever before. Diabetes mellitus (DM) is a class of 

metabolic ailments that exerts important strain on international human fitness. Extensive look at on all 

components of diabetes (diagnosis, etiopathophysiology, therapy, etc.) has generated massive portions of 

records. The cause of this look at is to adopt a complete evaluate of the programs of system gaining knowledge 

of, records mining strategies, and gear within side the area of diabetes studies, with the primary class being the 

maximum prevalent. Various systems gaining knowledge of algorithms had been utilized. Eighty five 

percentage of these hired had been supervised gaining knowledge of techniques and 15 percentage are 

unsupervised gaining knowledge of techniques, particularly affiliation rules. Support vector machines (SVM) 

have come to be the maximum famous and powerful algorithm. Regarding the type of records utilized, medical 

datasets predominated. The name programs of the selected papers advise the software of extracting treasured 

understanding that results in new thoughts aiming for deeper information and extra studies in DM. 

Keywords: Diabetes Research, genetic data, Machine Learning, Data Mining 
1. Introduction  

General wellbeing is a key worry for safeguarding and keeping networks from wellbeing compromising 

diseases [1]. The public authority spends a huge piece of its total national output (GDP) on open products, and 

drives, for example, inoculation have expanded future for individuals [2]. In any case, lately there has been a 

critical expansion in persistent and innate sicknesses that influence general wellbeing. Diabetes is perhaps the 

most hazardous ailment since it very well may be related with other dangerous diseases. H. Harm to the heart, 

kidneys and nerves [3]. Diabetes is a metabolic problem that keeps the human body from handling glucose 

levels, known as glucose levels. The illness is portrayed by hyperglycemia because of imperfections in insulin 

discharge, insulin activity, or both [3]. An outright absence of insulin discharge causes type 1 diabetes (T1D). 

Diabetes spreads decisively in light of the fact that patients can't utilize the insulin delivered. This is called 
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type 2 diabetes (T2D) [4]. The two sorts increment quickly, however the pace of expansion in T2D is higher 

than that in T1D. 90-95% of diabetic cases are T2D. Unfortunate administration of diabetes can prompt stroke, 

hypertension, and cardiovascular infection [5]. Observing BG levels assumes a significant part in keeping 

away from and moderating diabetic entanglements [6]. The blend of biosensors and high level data and 

correspondence innovation (ICT) gives an administration framework that proficiently screens the soundness of 

diabetics progressively utilizing wearable SMBG (self-observing blood glucose) gadgets. Patients can check 

for changes in their blood glucose levels themselves [7]. Clients can the entire more likely figure out changes 

in BG by utilizing CGM (Continuous Blood Glucose Monitoring) sensors [4]. This article involves the most 

recent advances in sensor innovation, IoT, and AI innovation to propose ways to deal with diabetes 

arrangement, early recognition, and forecast. There are two fundamental purposes for this review. To 

characterize diabetes into predefined classifications, we originally utilized three generally utilized classifiers. 

H. Arbitrary woods, multi-facet insight, strategic relapse. Second, long transient memory (LSTM), moving 

normal (MA), and straight relapse (LR) are utilized in prescient investigation for diabetes. To exhibit the 

adequacy of the proposed approach, PIMA Indian diabetes will be utilized in a trial evaluation. Because of trial 

examination, it was reasoned that MLP accomplished 86.083% exactness in diabetes grouping contrasted with 

different classifiers, and LSTM accomplished 87.26% precision in anticipating diabetes. Moreover, we led a 

near examination of the proposed approach and the most recent existing methodology. The consequences of 

the exactness of the proposed approach show its versatility in numerous medical care applications. We 

additionally presented an IoT-based virtual diabetes self-observing framework that utilizes BLE (Bluetooth 

Low Energy) gadgets and continuous information handling. The last option approach utilized two applications, 

Apache Kafka (for streaming messages and information) and MongoDB (for putting away information). BLE-

based sensors can be utilized to gather significant trademark information about body weight and blood glucose 

levels. This information is handled by the information. 

2. Machine Learning and Knowledge Discovery 

Machine learning is a scientific study of how machines acquire knowledge through experience. Many scientists 

consider "machine learning" and "artificial intelligence" to be synonyms. Because the ability to learn is a 

characteristic of intelligent organisms in the broadest definition of this term. The objective of AI is to make a 

PC framework that can adjust and gain for a fact [3]. Mitchel [4] gives a more natty gritty and formal depiction 

of AI. The PC program is said to have gained for a fact E concerning task T classes and execution estimations 

P., Improved with experience E 

Information Discovery (KDD) in a data set is an area of thoughts, strategies, and approaches that look to figure 

out information and concentrate significant data from it. This is considered a multi-step process (determination, 

preprocessing, change, information mining, translation assessment), as displayed in Figure 1 [5]. The main 

advance in the KDD cycle is information mining. It shows how to analyze data using machine learning 

algorithms. Fayyadetal. [5] Provides a comprehensive definition of KDD. KDD is an important process for 

discovering legitimate, innovative, potentially useful, and ultimately understandable data patterns. 
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Fig. 1. The basic steps of the KDD process. 

2.1. Classifications of Machine Learning Task 

AI issues ordinarily fall into three fundamental sorts [6]. These incorporate a) managed gaining where the 

framework gets capacities from named preparing information, b) solo realizing where the learning framework 

attempts to gather the design of unlabeled information, and c) the framework cooperates with a powerful 

climate. It works.  

2.1.1. Supervised Learning 

During directed learning, the framework should inductively "learn" an objective capacity, which is a 

declaration of a model addressing the information. The goal work is utilized to foresee the worth of a reliant 

variable or result variable from a bunch of autonomous factors or info factors or attributes or highlights. 

Occasions are the conceivable information upsides of a capacity, frequently known as its space. Each case is 

portrayed by an assortment of qualities (traits or highlights). A subset of all circumstances for which the worth 

of the result variable is referred to is alluded to as preparing information or models. To pick the ideal objective 

capacity from a preparation set, the learning framework thinks about elective capacities, known as theory and 

signified by h. There are two sorts of learning undertakings in directed learning: characterization and relapse. 

2.1.2. Unsupervised Learning 

In unsupervised learning, the system seeks to reveal the underlying data structure or variable connections. In 

this situation, the training data consists of cases where the label is not associated. 

2.1.2.1. Association Rule Learning 

Association rule mining emerges later than machine learning and is strongly influenced by database research. 

Rakesh Agrawal [7] was introduced in the early 1990s as a market basket survey aimed at identifying 

correlations between database items. Based on the shopping cart example, association rules are of the form X1, 
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..., Xn Y. This means that you can find Y if all X1, ..., Xn are  in your shopping cart. The best-known method 

for discovering association rules is Aprili, proposed by Rakesh Agrawal in 1994 [8].  Affiliation rule mining 

was initially introduced as a device for market crate investigation, however has since been the best for 

performing unaided exploratory information examination in different logical and business disciplines, 

including science and bioinformatics. Has advanced into one of the apparatuses. Eminent applications in 

science and bioinformatics incorporate organic succession investigation and examination of quality articulation 

information. [9] Provides a thorough outline of the acknowledgment of normal examples and related rules from 

organic information, including procedures and applications. 

2.2. Feature Selection 

In the KDD records transformation step, characteristic choice is one of the maximum critical operations. It is 

the procedure of choosing a subset of traits from the characteristic area this is greater informative and 

beneficial for the improvement of a version. Numerous benefits of characteristic choice relate to numerous 

factors of records analysis, together with progressed records visualization and comprehension, decreased 

computational time and length of analysis, and progressed prediction accuracy [12, 13]. 

There are  number one wonderful methods to characteristic choice. The first is to behavior an independent 

assessment primarily based totally on the general traits of the records. These processes are called clear out out 

techniques because the characteristic set is filtered out previous to version improvement. The 2nd approach 

employs an set of rules for device studying to assess numerous subsets of capabilities after which pick the only 

with the very best type accuracy. The latter approach will in the end be applied to assemble a predictive 

version. These techniques are called wrapper techniques due to the fact the ensuing set of rules encapsulates 

the whole characteristic choice procedure. 

3. Diabetes Mellitus 

[14] Diabetes (DM) is depicted fundamentally as an assortment of metabolic issues because of strange insulin 

emission and/or activity. An absence of insulin prompts high glucose levels (hyperglycemia) and diminished 

digestion of starches, lipids and proteins. Diabetes is perhaps the most pervasive endocrine infections, 

influencing around 200 million man around the world. The frequency of diabetes is supposed to increment 

altogether over the course of the following couple of years. DM can be partitioned into a few classifications. 

As per the reason for the infection, there are two significant clinical structures, type 1 diabetes (T1D) and type 

2 diabetes (T2D). T2D gives off an impression of being the most well-known sort of diabetes (90% of all 

diabetics), basically described by insulin opposition. T2D is basically brought about by way of life, actual 

work, diet and hereditary causes, while T1D is believed to be brought about via immune system annihilation of 

the islets of Langerhans, which contains pancreatic cells. T1D influences practically 10% of all diabetics 

around the world, of which 10% foster idiopathic diabetes. Gestational diabetes, endocrine issues, adolescent 

beginning grown-up diabetes (MODY), neonatal diabetes, diabetes and hard of hearing, and gestational 

diabetes are delegated extra sorts of DM in light of insulin discharge profile and/or beginning. Indications of 

diabetes incorporate polyuria, polydipsia, and critical weight reduction. Analysis relies upon blood glucose 

level (fasting blood glucose level = 7.0 mmol/L) [15].  The development of diabetes is strongly associated with 

many problems, most of which are caused by chronic hyperglycemia. DM is generally accepted to include a 
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variety of pathological and physiological disorders. Micro vascular and macro vascular problems such as 

diabetic nephropathy, retinopathy, neuropathy, diabetic coma, and cardiovascular disease are the most common 

consequences. Due to the high mortality and morbidity associated with diabetes, as well as the prevalence of 

related diseases, much attention has been paid to prevention and treatment. Insulin delivery is the primary 

treatment for T1D. However, insulin is also given to select patients with type 2 diabetes who cannot control 

hyperglycemia with diet, weight loss, exercise, or oral medications. Current dosing primarily a) saves the 

patient's life, relieves symptoms of the disease, b) prevents long-term diabetic complications, and / or 

eliminates multiple risk factors, thereby providing life expectancy. The focus is on extending. The most widely 

used anti-diabetes drugs include sulfonylureas, motormen, alpha-glycosidase inhibitors, peptide analogs, and 

non-sulfonylurea secretagogues [16]. However, most of the anti-diabetes drugs currently available have many 

negative effects. Insulin therapy is also associated with weight gain and the development of hypoglycemia. 

Therefore, the design and discovery of anti-diabetic drugs is a major concern and research issue [17–20]. 

Decades of research have provided diabetes with extensive knowledge on these topics. Diagnosis, prognosis of 

appropriate treatment, and clinical administration of the disease can make great strides through such methods. 

The widespread and rapidly expanding reliance on research and clinical data in these efforts provides a solid 

foundation for confident diagnosis. 

4. Research Methodology  

Broad endeavors were made to find diabetes research articles applying AI and information mining draws near. 

Two data sets were looked on July 15, 2016: PubMed, which is generally utilized in wellbeing sciences, and 

the DBLP Computer Science Bibliography, which contains more than 3.4 million diary articles, gathering 

papers, and other PC science related distributions (July 2016) [21]. There are various high impact overall 

logical distributions in the field of software engineering that are not listed by PubMed, in spite of the way that 

the proposed distributed strategies are oftentimes applied to natural datasets. As examined already, AI and 

information mining share areas of strength for a, with the last option being more broad. In logical writing, AI 

strategies are much of the time alluded to as information mining draws near. To avoid this and work on the 

exactness of finding every significant distribution, two PubMed look were led utilizing the accompanying 

inquiries: a) "AI" AND "Diabetes" (QUERY 1) and b) "Information Mining" AND "Diabetes" (QUERY 2). 

Not at all like Palmed, which looks at the title, dynamic, and watchwords of an article, has DBLP simply 

looked through the title. Because of this, look in DBLP were confined to the "Diabetes" inquiry (QUERY 3), 

as AI and information mining are too broad to even think about showing up in a software engineering article's 

title. Because of the huge number of articles returned by the three inquiries (QUERY 1: 139, QUERY 2: 268 

and QUERY 3: 880), we confined our pursuit to articles distributed inside the beyond five years (naturally in 

PubMed and physically in DBLP), in this way essentially diminishing the quantity of articles recovered 

(QUERY 1: 110, QUERY 2: 184, and QUERY 3: 248). It is vital to take note of that the huge number of 

distributions recovered by DBLP was not confined to the AI and information mining areas alone, yet 

additionally covered the more extensive software engineering field overall. The accompanying advance 

included the manual investigation of all recovered things. The goal of this manual audit for every one of the 

three requests was to decide their connection to Diabetes research. Also, for QUERY 2, a manual assessment 

was directed to eliminate distributions that needed AI draws near, like those with straightforward factual 

examinations. Ultimately, in regards to QUERY 3, manual assessment filled a double need. In the first place, 
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to find all machine learning related distributions, and afterward to recognize and join inquiry covers, for 

example articles previously ordered by PubMed, which included by far most of them. The assortment was 

additionally decreased by manual investigation (QUERY 1: 54, QUERY 2: 36, and QUERY 3: 13), bringing 

about the last assortment of 103 articles. Biomarker Prediction and Diagnosis in Diabetes Mellitus; Diabetic 

Complications; Drugs and Therapies; Genetic Background and Environment; and Health Care Management 

were the five classifications used to order these distributions. Fig. 2 portrays the full article determination 

process as a work process, though Fig. 3 portrays the quantity of distributions each year. Because of the wide 

scope of information mining and AI that applies to diabetes, covering all studies is troublesome. The 

philosophy picked was utilized to give unquestionably awesome 

5. DM through Machine Learning and Data Mining 

This section presents the main documentation of the survey 

 

Fig. 2. Literature selection and classification process 
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Figure: 3 Articles per year in the collection employed. 

5.1. Biomarker Identification and Prediction of DM 

Many factors are known to contribute to the onset and progression of diabetes. Obesity is a major risk factor 

due to its strong causal link to the development of diabetes, especially in type 2 diabetes [22]. Several tests 

[placated hemoglobin (A1C), random blood glucose, fasting blood glucose, or oral glucose tolerance test] are 

used to diagnose diabetes. In both T1D and T2D, early detection and prognosis of disease onset is a) delayed 

disease progression, b) target treatment selection, c) life expectancy prolongation, symptom relief, and d) 

associated co morbidities. There is evidence that it is important for the appearance of. Biomarkers (such as 

biological molecules) are quantifiable clues to health and medical conditions. Biomarkers are often a) 

measured in body fluids (blood, saliva, or urine), b) encountered and identified independently of pathogenic 

mechanisms, and c) to clinical and asymptomatic disease loading and treatment. Used to monitor the reaction 

of. Biomarkers serve as a direct indicator of disease progression or as an indirect indicator of secondary 

outcomes. Current innovations, for example, metabolomics, proteomics, and genomes have prompted the 

disclosure of various new biomarkers. In type 2 diabetes, biomarkers can demonstrate the presence and 

seriousness of hyperglycemia, or the presence and seriousness of difficulties [23]. 

5.1.1. Diagnostic and Predictive Markers 

The principal class manages the revelation of biomarkers, an errand performed by characteristic determination 

methods [24-34]. After the element determination step, an arrangement calculation is utilized to assess the 

forecast exactness of the chose highlights. From one perspective, laid out techniques were utilized in biomarker 

assessment issues. In [25], the creator utilizes a clinical dataset of 803 pre-diabetic ladies with 55 attributes and 

some normal characteristic determination calculations (both covering and channel strategies) to foresee DM. 

http://www.ijesrr.org/


International Journal of Education and Science Research Review 
Volume-8, Issue-6 Nov-Dec- 2021                                                                                     E-ISSN 2348-6457 P-ISSN 2349-1817                                                                                    
              www.ijesrr.org                                                                                                                   Email- editor@ijesrr.org 

Copyright@ijesrr.org                                                                                                                                                         Page      84 

was looked at. They presumed that the best generally speaking execution was accomplished utilizing the 

covering technique. Also, balance vulnerability has accomplished the most noteworthy forecast exactness of 

any sifting technique utilized. Another occupation is Georgia and others. [28] utilized Random Forest (RF) 

[35] and help [36] to assess a bunch of properties for their capacity to foresee transient subcutaneous glucose 

levels. In [31], the creators joined gas chromatography-mass spectrometry (GC/MS) profiling with arbitrary 

woodland to concentrate on the connection between 5'AMP-initiated protein kinase AMPK and DM. Jeline 

ketal. [24] Researched whether extra biomarkers related with HbA1c could be utilized to work on the 

indicative precision of T2D when HbA1c levels were underneath the current end worth of 6.5%. They inferred 

that the oxidative pressure markers 8 hydroxyl 2 deoxyguanosine (80hdG) and interleukin 6 (IL6) upgrade the 

exactness of the arrangement. 

5.2. Diabetic Complications 

As expressed already, the essential way physiological trait of diabetes is hyperglycemia. Notwithstanding 

satisfactory glucose digestion, the avoidance of issues coming about because of high glucose levels is a 

significant need. a) full scale vascular issues, like coronary course illness, fringe blood vessel infection, and 

stroke; and b) miniature vascular sequelae, like diabetic neuropathy, nephropathy, and retinopathy [77]. In both 

T1D and T2D, the immediate and backhanded impacts of hyperglycemia are the main source of bleakness and 

mortality. Both T1D and T2D are related with a high relationship among's hyperglycemia and diabetic 

miniature vascular issues. Furthermore, diabetic confusions can be arranged by their seriousness and starting 

time. Intense outcomes of diabetes incorporate diabetic ketoacidosis, hypoglycemia, diabetic unconsciousness, 

ineptitude, respiratory contaminations, and periodontal illness. Cardiovascular breakdown, diabetic 

neuropathy, nephropathy, retinopathy, and diabetic foot are instances of ongoing diabetic outcomes. 

Furthermore, insulin obstruction and hyperglycemia have been connected to the etiology of diabetic 

dyslipidemia. Eminently, DM confusions are considerably less normal and extreme in people with well 

controlled blood glucose. A portion of these inconveniences have been examined utilizing AI and information 

mining strategies [78-85,87-90,92,94,97]. 

5.3. Drugs and Therapies 

People with one or the other sort of diabetes expect medicine to keep up with typical glucose levels. The sort 

of diabetes decides the medication endorsed. Insulin is the most well-known prescription used to treat T1D, 

and in specific circumstances, it is additionally used to treat T2D, contingent upon the seriousness of insulin 

consumption. Right now, the main part of medicines for T2D depend on an assortment of strategies intended to 

bring down hyperglycemia. These incorporate sulfonylurea's, metformins, PPAR agonists, glycosidase 

inhibitors, and others. Despite the fact that diabetes is a worldwide epidemic and that enormous attempts have 

been made to discover successful drugs and therapy protocols, the majority of existing medicines for this 

disease were developed without a clear understanding of the disease`s molecular targets or path physiology. 

Given a) the numerous adverse effects of current therapy procedures and b) the fast accumulating knowledge 

of path physiological pathways, medication design and discovery represent a formidable obstacle in the field of 

diabetes research. Intensive research into the mechanisms of action of older medications has validated a 

number of newly found therapeutic targets. Additional efforts in this area are expected to bear fruit. In the era 

of post genomic drug discovery, one of the most intriguing challenges facing the pharmaceutical business is 
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the extraction and use of knowledge from biochemical, chemical, biological, and clinical data. Similarly, data 

mining approaches include a) effective drug recommendations and improvements, b) tailored drug predictions 

and suggestions, c) development of more effective hypoglycemic factors, and d)  insulin planning and dosing. 

Improvements, e) It is possible to implement drug delivery in a more appropriate and accurate manner. .. 

5.4. Genetic Background and Environment 

Both type 1 and type 2 diabetes are caused by a mixture of genetic and environmental risk factors, along with 

other rare forms of directly inherited diabetes, such as diabetes associated with MODY and  mitochondrial 

DNA abnormalities. Diabetes, unlike other specific features, does not appear to be inherited in a clear pattern. 

However, some people are naturally more likely to have diabetes than others. Some epidemiological patterns 

indicate that environment variables play a role in the etiology of T1D. Interestingly, the current increase in 

T1D cases indicates changes in the global environment that initiate or accelerate beta cell autoimmunity, as 

opposed to genetic variation. Several hereditary variables contribute to the disease`s development [127]. 

Evidence suggests that around twenty areas of the genome contribute to the genetic predisposition to T1D. The 

T1D genes most significantly related with the HLA region on chromosome 6 [128] are situated there. T2D 

shares a high hereditary component with T1D. More than 50 potential genes for T2D have been studied in 

diverse communities around the world.  The determination of applicant qualities depends on obstruction with 

pancreatic beta cell work, insulin activity, glucose digestion, and/or other gamble factors. Lately, mechanical 

advances in genotyping have empowered fast advances in huge scope hereditary examination. The disclosure 

of various one of a kind hereditary variations that increment vulnerability to diabetes and related qualities has 

made it conceivable to connect this hereditary data to clinical practice and possibly further develop risk 

forecast. In any case, current information don't give unquestionable proof to the utilization of hereditary 

screening to anticipate diabetes. 

6. Discussion  

This work incorporated a writing survey of the appropriateness of AI and information mining methods in 

diabetes research. The initial segment momentarily depicts two significant exploration regions included (AI, 

information base information disclosure, diabetes) and the requirement for savvy applications to work on the 

quality and adequacy of decision making in DM. Underscore. Subsequent to altering the assortment of articles 

(see above for subtleties on the approach), each article is appointed to one of the title gatherings (plunging 

number of articles), anticipating and diagnosing biomarkers, the main area of diabetes research. Covered DM, 

diabetic difficulties, medications and medicines, hereditary foundation and climate and medical services. 

Bioinformatics, biomedical engineering, and diabetes are just a few of the diverse and extensive research areas 

covered by the journals in which current publications are published. In the figure. 4, scientific journals are 

arranged according to their frequency in the current collection, whereas Fig. 3 illustrates the number of articles 

published annually. 
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Figure: 4. Distribution of articles in scientific journals. 

 

6.1. Computational Insight into Diabetes Research 

Key conclusions related to machine learning and data mining are drawn from this extensive report. It is 

noteworthy that most of the reported articles improved the classification accuracy in predicting DM by more 

than 80%. Almost all common classification techniques are implemented for real-world predictive tasks. 

However, SVM, ANN, and DT are the most commonly used. Note that SVM is the most successful algorithm 

for both biological and clinical datasets of DM. About 85% of the articles used supervised learning methods 

such as: B. Classification and regression problems. In the remaining 15%, association rules were mainly used 

to study the relationships between biomarkers. In all published research reports, selected subsets of biomarkers 

(characteristics) were evaluated in the evaluation task section using appropriate methods. B. Split the dataset 

into train sets and test sets, or reciprocally validate them. Similarly, the same method was used for the 

prognosis of DM. 

7. Conclusion 

In this work, we worked together to identify and evaluate the machine learning and data mining techniques 

used in DM research.  

 Diabetes is rapidly becoming one of the most important global health problems of the 21st century. Significant 

advances have been made in almost every aspect of DM research, especially in the identification and predictive 

diagnosis of biomarkers. Diagnosis, etiology, physiology, and treatment through the use of machine learning 

and data mining technologies in rich datasets of clinical and biological information, the emergence of 
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biotechnology, the vast amount of data it produces, and the increasing number of EHRs. Stimulates true 

diabetes (DM). 
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